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Abstract— The environment representation is one of the main
challenges of autonomous navigation. In the case abmplex
driving environments such as crowded city traffic senarios,
achieving satisfactory results becomes even moreffitult. In
this paper we propose a real-time solution for twamain issues
of advanced driver assistance systems: unstructured
environment representation and extraction of dynant
properties of traffic participants. For the real-time environment
representation we propose a solution to extract obpt
delimiters from the traffic scenes and represent tem as
polygonal models. In order to track dynamic entitiss, an
intermediate evidence map named “Stereo Temporal Eference
Map” is proposed. This difference map is computed ¥
comparing the occupancy of a cell between two corsgive
frames. Based on the Stereo Temporal Difference Map
information, difference fronts are extracted and ae subjected
to a particle based filtering mechanism. Finally, the provided
dynamic features are associated to the extracted lygonal
models. The result is a more compact representationf the
dynamic environment.

I. INTRODUCTION

The model-based tracking is hard to be achievednwhe
the environment represents a busy urban centernor a
intersection. The extracted geometrical models are
influenced by the occlusions or by incorrect measants.
Therefore, any driving assistance system shouldtde to
estimate the motion of the traffic entities regesdl the
choice of object representation.

The literature provides several approaches to etxtra
dynamic features independently from the object
representation. Some of the proposed techniquebased
on directly tracking 3D points [1], or more compadtject
features such as stixels [2]. Other methods estinthe
obstacle motion by mapping 3D information into quancy
grids.

One of the advantages of the occupancy grid is ithat
provides a mean of describing the relevant featofethe
traffic environment while maintaining a reasonalaeel of
computation complexity. Occupancy grids were first
proposed by Moravec and Elfes [3] as mapping metbod
sonar based robot navigation. In [4], the occupancy

In the context of Advanced Driver Assistance Systemprobability of each cell is computed by also takimgo

the perception of dynamic environments is still @men
problem. In order to represent the knowledge almiléer
moving traffic participants, first we have to cheadequate
models that accurately describe dynamic evolutiotire,
and also their geometrical shapes. In the casdefrtost
complex driving environments such as crowded aigffit
scenarios, acquirement of satisfactory results tnesoeven
more difficult. A driver assistance system shouidable to
provide a digital model of the surrounding world real-
time, and with a high accuracy and robustness. ,Allse

resulted representation should permit fast subsdque However,

processing tasks.

In the case of stereovision systems, which relpassive
sensors, the motion information cannot be providieectly.
A common approach for tracking solutions consists
extracting desired features and estimating theitiancover
time. Current solutions can be classified basedhenevel
at which the tracking and representation is peréatnin a
simpler and clearly structured environment, thetaties are
usually modeled as 2D bounding boxes or 3D cubaidsd,
are described by their position, size and speed.
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account the range sensors uncertainty. Te firstridesl
occupancy grids [3][4] are simple 2D representatibrihe
environment where each cell’'s value denotes a (bibityaof

it being free or occupied. However, the complexigreases
once the velocity information is added to the stfteeach
cell. A four-dimensional occupancy grid is proposed5].
This approach describes a cell by a position arspeed
relative to the ego-vehicle. In [6], the grid reggptation is
extended by modeling the velocity of each cell as a
distribution which is inferred by using a filterimgechanism.

most of the subsequent representation
algorithms require a way of identifying individudynamic
entities based on the existent intermediary reptaten.
This implies the necessity of extracting the objexidels
ifrom the occupancy grid. A good solution is to d#sethe
object geometry by using free-form polygons. Onethaf
advantages of this representation is the closeoappation

of the object contour by the polygonal model witiga/ing a
number of vertices as small as possible, and inouthe
static and dynamic features from the associateectdj The
polyline extraction methods differ by the nature tbe
information as well as by the sensors used for data
acquisition process. Current systems use lasefdJ]sonar

[9], or vision sensors [9]. The polyline represéiotm was
chosen in [8] for terrain-aided localization of @ubmous
vehicle. The new range data obtained from the seas®
integrated into the polyline map by attaching Isegments

to the end of the polyline as the vehicle moveslgadly.



This paper presents a novel approach for real-tir

! ] . . Left Camera Right Camera
environment representation and tracking by usindease

stereo-vision system. Two main issues of advanaaderd %ﬂ
assistance systems are addressed: unstructuredrenent

representation on the one hand and extraction namic Y

properties of traffic participants on the other than ‘ Reconstructed 3D Points ‘

The proposed methods take into consideration the @
information provided by a Digital Elevation Map asll as v
the ego-car parameters such as yaw rate and cad.spe ‘

For the realtime environment representation w ?hga':,a;tE t'f;’:tior Dﬂﬁi‘;“;ﬁf‘;‘?”
developed a method that extracts free form objebiniters
from the traffic scenes by radial scanning of tHev&tion
Map' Ego Car i Y Y

In order to track dynamic entities, an intermediati ", ~ EgoMoton | _ = Temporal
evidence space is generated by computing Diffeeenc || Compensation Difference Map
between the two consecutive elevation map repratens § v
at different moments of time. We called this eviceispace 1
as Difference Map. Further we use a probabilistipraach .| Particle Filtering «—| Difference Fronts
for modeling the extracted difference fronts by ngsi }
particles that move from cell to cell and are adaand | v
destroyed based on new measurements provided | ,
Difference Map at each frame. Thus, unlike the sitas Eg’;‘taurr”e'g P,?/:zgglnsa'
approaches that directly track whole objects, waugoonly

on tracking the differences between two consecugbenes 1
without making assumptions about object shape pe. si ey
Finally, the provided dynamic features are assedidb the

extracted polygonal models. @ynamic Environment RepresentatioD

In the next section, we describe the proposed syste
architecture. Section 3 presents the dynamic enwiemt
representation solution by using polylines, Diffeze Map
representation and the particle based modelingfigrence
fronts. The last two sections show the experimergallts
and conclusion about this contribution.

Figure 1. System Architecture.

Ego Motion Compensation: the Elevation Map’s
coordinates from the previous frame are transfortoethe
current frame, assuming that we know the ego car
parameters. By compensating the ego motion we erihat

Il. SYSTEM ARCHITECTURE the two Elevation Map coordinate systems are atigne

Our method has been conceived and adapted for etbwdstereo Temporal Difference Map: an evidence map is
unstructurgd environments such as urban city traffienes. _computed by comparing the presence or absence of an
The previously developed Dense Stereo-Based Objagfeyation Map cell at different moments of time.i§h

Recognition System (DESBOR) has been improved Ryocess classifies each Difference Map cell asctioe,
including additional processing modules for Diffece Map  shadow, or core cell.

extraction and Particle Based Difference Fronts efind. . ) )
An overview about about the DESBOR system is pttesen Difference Fronts: after the computation of the Difference
in [10]. The Dynamic Environment Perception systenMap, we define three types of areas for the mouinjgcts: a

consists in the following main modules (see figliye direction front (the direction of the moving obs&c a
shadow front (usually located behind the movingtadis),

performed in real time using a dense stereo alyorit fgmes.

implemented on a GPU board [11]. The reconstrué®d ) o )
points are used as primary information for commgutthe Particle Based Filtering: the extracted difference fronts are

Digital Elevation Map. subjected to the particle based filtering. As tlsult a
o ) ) ) dynamicgrid based on particles is produced. Each particle

Digital Elevation Map: the Elevation Map (see figure 2) nas g position and speed, and can migrate in fdefrgm
represents an intermediary description of the s@meis ce|| to cell depending on its motion model and wti
computed from the raw dense stereo information. Theyrameters. Grid particles are also created anttoges
Elevation Map contains three types of cells: rdeaffic isle using a weighting-resampling mechanism. We exteral t
and objec_t. More details about the Elevation Map alpreviously developed algorithm [13][14], by usinget
presented in [12]. difference fronts as measurement information.



A. Polyline Based Environment Representation

For the polyline based object representation, wenek
the Border Scanner algorithm described in [15]. TeEn
idea is that we are taking into account only thestmelevant
scene information, by extracting object delimitbssradial
scanning of the Elevation Map. Our method is based
Ray-Casting approach, which determines the firguped
cell that intersects a virtual ray which is casinfrthe ego-
car's reference frame origin. At each step we dryirid the
nearest visible point situated on the scanning haythis
way, all subsequent cel are accumulated into a Contour
List C, as the scanning ray’s angle changes:

C={P,R,..P) (1)

For each objedD, described by a conto@; we apply a
polygonal approximation ofC;, using a split-and-merge
technique. The extracted polygon is used to buitdrapact
3D model based on the polyline set of vertices als @ on
the object height. An example of the polyline reggretation
is shown in figure 2.d.

B. Stereo Temporal Difference Map
Figure 2. a) A traffic scene. b) The Elevation Map is progetbn the left e
camera image. c) Elevation Map, top view. The BiewaMap cells are We analyze the classified obstacle cells of thevdilen

classified (blue — road, yellow — traffic isle, redobstacles). d) Polyline Map, in order to detect differences both at celleand at
Based Environment Representation. The object tgpednherited from the Object level. The outcome of this analysis is th#feldence
Elevation Map information (green — obstacles, yelotraffic isles). Map.

Polygonal Models:the obstacles delimiters are extracted by Before applying any reasoning about objects’ stite
radial scanning of the Elevation Map. At each stepfirst different frames, the movement of the ego vehidlstalso
visible point from the ego-car is accumulated iatoontour € taken into consideration. In order to compen&ztdhe
list, by moving the scanning axis in the radialedtion. A €90 motion in successive frames, for each giventih(X:.
more compact polygonal map is generated as thetrese Yo Z1) in the previous frame the corresponding
More details about the delimiters extraction methisd CoordinatesP(X, Y, Z) in the current frame are computed

presented in [15] by applying a rotation and a translation:
Environment Representation Output: speed vectors, T T

entation \ X, X, 0
computed by the particle filtering step are asdedido the
static polygonal models. A dynamic polyline map is Y, =Ry((//) Yo | *|0 2
generated as the result. Each polyline element is ya ya T
characterized by a set of vertices, position, heigype t t-1 z

(traffic isle, obstacle), orientation and magnitude
Where R, (l//) is the rotation matrix around the Y axis

with a given angl¢/, andT, — is the translation on the Z
In this section we present the main stages of ynamic  axis. We assume that the translations on the XYaaxis are

environment representation process. Most of theero.

representation and tracking solutions in the lttearely on h cell in th . ¢ K .

extracting an object model and subsequently infgrris _For each cell in the previous frame we keep anesuid

motion over time. In our work we handle the unsumed ©Of its persistence at the corresponding posmotmmcurre_nt

environment representation problem and the motigfiame- Thus, based on t_he presence or absence Oé".“n

estimation problem by independent modules. Thusaweid € current frame, a Difference Map that stores gbint

some additional intermediate processing stepsdtr bases. d;fferencefs bﬁtween ft_he two frames is built. Wengethree

This approach allows us to extract dynamic feat¢speed C!asses of cells (see figure 3):

vectors) regardless of the model chosen to reprethen Direction cell — if a cell is empty in the previous frame, and

surrounding world and vice versa. Next, we descebeh occupied in the current frame.

step of the proposed approach:

[ll. DYNAMIC ENVIRONMENT REPRESENTATION

Shadow cell — the cells that are occupied in the previous
frame and are empty in the current frame.

Corecell — if the same cell is occupied in both frames.
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Figure 3. Difference Map Cells are classified: direction eyl shadow —
red, core - green.

C. Difference Fronts

After computing the Difference Map we define three

types of areas that describe the moving obstaskss figure
4): a direction front (the direction of the moviagstacles), a
shadow front (usually located behind the movingtatiss),

and a core area that remains unchanged in the adahse

frames.
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Figure 4. Difference Fronts: Direction Front — blue, Shadoserf — red
and Obstacle Core - Green.

D. Particle Based Filtering

In this step we use a particle-based filtering raeedm
in order to estimate the difference fronts speedpmnents.
We use a probability model to produce a fully dyrmagrid
based on particles. We consider that each grid el a
population of particles that have a dual natureytdescribe
occupancy hypotheses, as in the patrticle filtealygprithms
such as CONDENSATION [16], but can also be regamted
physical building blocks of our modeled world. Tirerticles
have position and speed, and they can migrate frelinto
cell depending on their motion model
parameters, but they are also created and destusyeg the
same logic as the weighting-resampling mechanism

Considering a coordinate system where zfaxis points
towards the direction of the ego-vehicle, andxlais points
to the right, the obstacles in the world model req@resented
by a set of particles:

S={plp =(c.r,vG,v,a )i =1.Ng} (3

Each particlé has a position in the grid, described by the
row r; and the columrt, and a speed, described by the
speed componentg; and vr,. An additional parameteg;,
describes the age of the particle, since its @patiThe
purpose of this parameter is to facilitate the dation and
the speed estimation process, as only particlésthgive in
the field for several frames are taken into consitien. The
total number of particles in the sceNg dependent on the
occupancy degree of the scene, that is, the nurober
obstacle cells in the real world. Having the popafta of
particles in place, the occupancy probability ofedl C is
estimated as the ratio between the number of pestighose
position coincides with the position of the celladd the
total number of particles allowed for a single cili.

_H{p 0S|, =r,,c =c.}|
N¢

F(C) @

The number of allowed particles per ddff is a constant
of the system. In setting its value, a tradeoffweaen
accuracy and time performance should be considérid.
total number of particles in the scene will be dike
proportional with N, and therefore the speed of the
algorithm will be directly affected by its value.

The speed of a grid cell can be estimated as thmge
speed of its associated particles, if we assumnteottigt one
obstacle is present in that cell.

> (vg,vr)
(Vee,vre) = B0S% =R, 2=, .
|{p. OS|r, =r,,c =c.}|
Multiple speed hypotheses can be maintained

simultaneously for a single cell, and the occupancy
uncertainty is represented by the varying numberasficles
associated to the cell. The tracking algorithm camw be
defined: using the measurement information in tenf of
elevation maps, it will create, update and despaiticles
such that they accurately represent the real world.

The first step of the algorithm is tipeediction which is
applied to each particle in the set. The positiohsthe
particles are altered according to their speed, @andhe
motion parameters of the ego vehicle. Also, a ramdo
amount is added to the position and speed of eadicle,
for the effect of stochastic diffusion. The secatep is the
processing of measurementnformation. The raw
measurement data is derived from difference fronts.

and motion

The measurement model information is usedveight
the particles, andesamplethem in the same step. By
weighting and resampling, the particles in a celh de
multiplied or reduced. The final step is to estiendhe
occupancy and speeds for each cell. A more detailed



description of the particle grid tracking algorithsngiven in
[13] and [14].

E. Data Association

This stage consists in assigning the speed vedtarsed
from the particle-based filtering to the polygomabdels
extracted from the Elevation Map. As each polyganatel
directly inherits the object position and type, giteblem is
reduced to associating the tracked direction frdntghe
Difference Map measurements. For each directiomtHrp
in the occupancy grid space and for each eitityn the
Difference Map we calculate an overlapping scGje The
results are stored into a score mat@x{C;}. Candidates
with the highest score are taken into account terd@ning
the associations between the two etsdL.

IV. EXPERIMENTAL RESULTS

The proposed representation and tracking techrigse
been tested in real traffic situations. For a mooeplete
evaluation we have compared the obtained results the
Kalman filter-based, cuboidal model oriented tragki
method presented in [17]. Figure 5 describes thaanhjc
environment representation steps, including therinédiate
results. The Difference Map (figure 5.d) is obtalt@sed on
the Elevation Map results at different times (figlt.a and
b). The Difference Cells are classified as direct{blue),
shadow (magenta), and core (light green). Figueesbows
the particle based occupancy grid obtained froniebshce
Map measurements. The extracted dynamic polylindstze
associated speed vectors (yellow color) can be eaeiine
top view of the Elevation Map (figure 5.f). Figueg shows
the projection of the static (green color) and dyita
obstacles (red color) on the left camera image.

For the numerical evaluation we have included th
following traffic scenarios: an incoming vehicle dara
stationary lateral vehicle. The obtained speedsanepared
to the speeds obtained with the Kalman filter-basacking
approach.

For the first test we have chosen a scenario with ¢
incoming vehicle. The speed estimation values hosve in
the figure 6. It can be observed that for this c#se values
obtained by the patrticle filtering based techni¢plae color)

are close to the one obtained by a model basedingc
method (magenta color). Figure 5. Dynamic environment representation with the intelfiag

stages. The Difference Map (d) is obtained basedhenElevation Map
The second test includes a stationary lateral lehicfrom previous frame (b) and current frame (c). Ditference Cells are

(figure 7). The target speed of 0 is given as ttwaigd truth ~ classified as direction (blue), direction (magentd core (light green).
The particle based occupancy (e) is grid obtairredh fDifference Map

for the measurements. The difference fronts tr@kmmeasurements. The extracted dynamic polylines hadassociated speed

approach (blue C0|OI’) proves to be more accurm!)a vectors (yellow color) are shown on the top vigwhe Elevation Map (f).
lower mean absolute error (2.18 Km/h) than the KM The static (green color) and dynamic obstacles ¢adr) are projected on

filter cuboid-based tracking solution (7.5 Km/hgdmn with  the left camera image (g).
magenta color.

For the experimental results we used a 2.66 GHal Int
Core 2 Douo computer. The average processing tintleeo
proposed tracking algorithm was about 43ms.
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Figure 6. Speed Estimation for an incoming vehicle (greerogolThe
particle based filtering of difference front meth@due color) is compared

with a Kalman filter tracking solution (magentaadl
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Figure 7. Speed Estimation for a stationary lateral vehigee¢n color).
The results are estimated with particle based ingckf difference fronts
(blue color), Kalman filter tracking (magenta c9lofhe ego car speed is

colored with green.

V. CONCLUSIONS

In this paper a novel approach for stereo-basdedirea
environment representation and tracking is presentao
main issues of advanced driver assistance systams
addressed: unstructured environment representathowl,
extraction of dynamic properties of traffic pantiants. For
implementing our algorithms we use, as primaryrimiation,

the Digital Elevation Map representation.

For the real-time environment representation

proposed solution extracts object delimiters frdma traffic
scenes, by radial scanning of the Elevation Magortter to
track dynamic entities, an intermediate evidencacspis

(1]

(2]

(3]

(4]

(5]

(6]

[7]

(8]

(9]

[10]

a

[11]

[12]
the

[13]

generated by computing differences between the two

consecutive Elevation Map representations. We natiisd [14]
space the Stereo Temporal Difference Map. Furtheruse

the extracted
difference fronts by using particles that move frogil to
cell and are created and destroyed based on new

a probabilistic approach for modeling

[15]

measurements provided by the Difference Map at each

frame. Instead of directly tracking all traffic @ms, we
focus only on the analysis and tracking of theeddhces

. . . [16]
between two consecutive scenes, without making
assumptions about object shape or size. Finaklyptbvided
dynamic features are associated to the extractdypual [17]

models. The result is a 2.5D compact representatfcthe
dynamic environment. According to the experimengsults

the presented method achieves a high degree ofaagcu

As future work we propose to focus our research in

extending the concept of “Stereo Temporal DiffeeeMap”
by computing the evidence of the traffic scene awvetltiple

frames.
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